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This study uses deep learning algorithms and CT (Computed Tomography) scans 

to diagnose COVID-19. First, we introduce a novel method to reduce noise in CT 

images by combining wavelet transformation with fuzzy logic. Then, using the 

suggested combined global and local threshold technique, we segmented lung 

pictures. Lung areas from CT scans can be successfully segregated in this manner. 

Features and categorization will be extracted in the following stage. While an SVM 

(Support Vector Machine) is used for classification, AlexNet extracts features. 

Three categories of data are categorized with a 99.8% accuracy: COVID-19, Viral 

Pneumonia, and Normal. The proposed strategy outperforms earlier approaches in 

terms of classification performance. 
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Introduction 

Computer-aided detection and diagnosis performed 

using machine learning algorithms can help 

physicians interpret medical imaging findings and 

reduce interpretation times (1). Machine learning 

(ML) and deep learning (DL) applications that get the 

most of medical images, automating different steps of 

the clinical practice or providing support for clinical 

decisions. Disease diagnosis, image segmentation or 

outcome prediction are some of the tasks that are 

experiencing a disruptive transformation thanks to the 

latest progress of machine learning (2). As mentioned 

in (1), these algorithms have been used for several 

challenging tasks, such as brain tumor segmentation 

with magnetic resonance imaging (MRI) (3), 

pulmonary embolism segmentation with computed 

tomographic (CT) angiography (4), breast cancer 

detection and diagnosis with mammography (5), and 

detection of the cognitive state of the brain with fMRI 

(functional MRI) to diagnose neurologic disease like 

Alzheimer disease (6), and polyp detection with 

virtual colonoscopy or CT in the setting of colon 

cancer (7). 

Due to strong transmission power of COVID-19, it has 

been spread quickly over the rest of the world after 

being discovered for the first time in Wuhan in 2019 

(8). In 2020, the WHO (World Health Organization) 

classified it as a contagious, international illness (9). 

The presence of a temperature higher than 37.5 

degrees Celsius, a dry cough, headaches, cramps, a 

loss of taste or smell, exhaustion, stomach symptoms, 

shortness of breath, and sore throats are all signs of this 

illness (10, 11). It shares symptoms with influenza, but 

there are more lung lesions (12). This illness results in 

death by inflaming the lungs and blocking the air sacs 

with secretions, which stops the body from receiving 

enough oxygen (13). The patient's recovery depends 

on a prompt and correct diagnosis of COVID-19 made 

early in the disease's progression (10). Additionally, it 

should be mentioned that prompt diagnosis of 

COVID-19 may result in the decision to hospitalize or 

confine the patient, reducing the risk of the virus 

spreading to others. Making a prompt and informed 

decision on whether to admit or discharge patients will 

tackle the issue of scarce healthcare resources, 

particularly hospital beds (9). According to reports, 

this test has a 30% false negative rate (14, 15). Its 

precision cannot be established as a result (14).  

 

 

In rare circumstances, COVID-19 might be present, but 

the test won't find it. If the outcomes of these tests are 

negative, a computed tomography (CT) scan of the 

lungs may be necessary (15). With the aid of this lung 

imaging technology, patients can be evaluated quickly. 

Less than 20 minutes are needed to finish the process 

(10). To make diagnoses rapidly and without human 

mistake, deep learning approaches are being used to 

analyse medical images nowadays (12, 13, 16-18). 

According to a 2020 review study by Albahri et al., 

machine learning algorithms are particularly helpful in 

lowering the prevalence of the COVID-19 disease and 

its negative effects by offering quick, accurate, and 

affordable diagnostic and prediction models (19). 

Feature extraction occurs through the first layers of a 

convolutional neural network (CNN) architecture, and 

classification occurs in the final layers. The design of 

architecture is critical to the success of classification and 

the extraction of features. In the past ten years, a number 

of pre-trained and pre-designed CNN architectures, 

such as AlexNet (20), GoogLeNet (21), ResNet (22), 

VGG-Net (23), DenseNet (24), and Inceptionv3 (25), 

have been developed. These designs have produced 

satisfactory results in image classification and pattern 

identification. Various DL and transfer learning-based 

researches have employed this pre-trained CNN model. 

Pre-trained CNN architectures were utilized by 

Ardakani et al. (26) to separate COVID-19 cases from 

non-COVID cases using CT scans. Each model of a 

convolutional neural network has benefits and 

drawbacks. For instance, the AlexNet classifier is more 

accurate than the others but takes longer to produce 

more accurate results due to the low depth (27). 

Although VGG (23) has a deeper depth than AlexNet, 

gradients vanish as the deeper depth of VGG is 

increased. A GoogleNet (28) training program has a 

higher computational complexity than a VGG training 

method but is faster. Compared to GoogleNet, 

MobileNet (29) has fewer computations and 

parameters, and it has a low latency. Its precision is a 

little poorer, though. The issue of vanishing gradients 

has been resolved by ResNet (30). Additionally, it takes 

less time to train. But it has a convoluted architectural 

design.  
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Proposed Method and Results 

Three classes of people will be distinguished in this 

article: COVID-19 (people suffering from COVID-

19), Normal (healthy people), and Viral (people 

caught a cold). For this purpose, we use CT scan 

images of the lungs available in (31-33). Figure 1 

depicts our suggested approach, and Table 1 lists the 

number of samples for each class. 

 

 

Table 1. Numbers of classes in the COVID-19 Database 

Class of People 

 

Covid-19 Normal Viral  

Number of Samples 

 

219 1341 1345 

 

In the following, the details of the algorithm's steps 

will be explained. 

Noise Reduction 

Images frequently contain noise due to transmission 

issues or sensor errors. The effectiveness of future 

image processing procedures segmentation, object 

detection, etc. is decreased by image noise. In order to 

speed up imaging and reduce the quantity of X-ray 

radiation that the patient is exposed to, it is crucial to 

employ an appropriate filter to reduce noise in medical 

images. This scenario can improve a doctor's 

comprehension of the captured image, hence reducing 

medical errors. To eliminate noise, we threshold 

wavelet coefficients, where the threshold value is 

applied consistently across all picture values. In 

addition, we apply fuzzy logic to avoid visual 

distortion, enabling highly precise denoising. As a 

result, the suggested method offers a fresh strategy for 

eliminating noise and addressing the issues in this field 

by combining fuzzy logic and wavelet processing. 

 

 

 

 

36 Ziba Bouchani 

Semantic Lung segmentation 

In this part, we presented a novel technique for 

separating the lung from other tissues based on region-

based segmentation. For this, the global threshold is 

initially employed. With global thresholds, the threshold 

value is regarded as constant throughout the entire 

image. For a gray picture I (x, y), a binary image g (x, y) 

is produced by global thresholding T: 

 

 

Threshold T can be calculated in a variety of ways, but 

histogram-based techniques are the most popular. If an 

item and backdrop both have the same brightness, the 

histogram of the image will have two peaks, as seen in 

Figure 2. In this case, the threshold value is determined 

by the local minimum between the histogram's two 

peaks. 

 
Figure 2. In the histogram of a two-dimensional gray 

image, the minimum value between two peaks is selected as 

threshold value in thresholding method 

Getting the histogram of the region of interest, which is 

close to the center of the image, is the first step in the 

suggested algorithm. The range of gray levels used in 

the iterative thresholding method is defined by this 

histogram. The algorithm should be run seven times 

with each iteration increasing the threshold within a 

predetermined range of gray levels. Constructing 

contours around a group of adjacent bright pixels 

requires an eight-point connection map. 

Figure 1. The block diagram of the proposed method. 
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 At the center of mass of each contour, a profile is 

created to see if it comprises lung pixels. The binary 

picture produced is used to extract pixels from the 

contour that was found to be outside the lung during 

future iterations.  

The seventh iteration brings us to the solution set of 

initial contours. To totally isolate the lung during the 

initial contouring process, we employ the local 

thresholding technique. By thresholding a few local 

pixels around the area of interest, a composite binary 

picture is created to produce the final contour set. The 

rolling ball (34) algorithm is used to remove 

substantial disturbances and inhomogeneities from the 

contour after it has been smoothed. The angles are then 

established, and the precise segmentation of the lung 

is established. With horizontal and vertical shiny lines, 

the computer indicates the middle part of the lung and 

the external boundary of the lung. In Figure 3, this 

procedure is displayed. 

 
Figure 3. The computer marks the middle part of the lung and 

the external boundary of the lung with horizontal and vertical 

shiny lines. 

The Sobel filter (35) is twisted with 1/4 on the bottom 

and right side of the image to highlight aperture lines 

and faint edges. Large contours cannot be formed 

because it is attached to the intestine. By using the 

histogram to distinguish between the gray levels that 

belong to pixels inside the lung and those that belong 

to pixels outside the lung, global thresholding is 

utilized to determine the appropriate gray level. The 

contours around the lung will be too narrow and 

insufficient if the gray level is too low. The lung area 

will follow the same contour as the surrounding area 

if the gray levels are too high. Therefore, finding the 

appropriate threshold with only one gray level is 

impossible.  Iterative global thresholding, which uses 

a range rather than a single value, can be utilized to 

solve this issue.  

 

 

As shown in Figure 4, the slope of the global histogram 

is utilized to identify the gray levels that represent lung 

events. The range of gray levels between these two 

places is then used to guide the application of a global 

thresholding approach. Seven sites in this range with 

similar distances are successively thresholded as part of 

an iterative procedure. In the first iteration of the 

method, a binary picture is produced using the lowest 

gray level among the seven possible levels as a 

threshold. Bright pixels in a binary image are those that 

have gray levels below the threshold. In this way, a 

contour is created around the binary image obtained and 

gradually improves over time. It is possible to determine 

the contour's center, degree of compression, length, and 

area, among other geometrical characteristics. Two 

binary pictures with various thresholds from the original 

image are obtained in Figure 5. In sub-figure A, the 

threshold is lower than in sub-figure B. 

 
Figure 4. During the subsequent iterations, the thresholds are 

also increased, creating additional binary images. A global 

histogram shows a bimodal distribution. Arrows indicate which 

pixels belong to the lung and intermediate frames. 

 
Figure 5. Obtaining two binary images with different thresholds 

from the original image. The threshold used in sub-figure A is 

lower than that used in sub-figure B. 
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After every three repetitions, the binary picture is 

opened using the 33 kernels of the morphological 

operator (36). As seen in Figure 6, the opening 

operator removes a number of image artifacts (the 

erosion operator followed by the dilation operator), so 

we have well-done lung image segmentations. 

 
Figure 6. An example of well-done lung image segmentation 

by the proposed method. 

Data Augmentation 

To produce precise predictions using the deep learning 

and machine learning approach, a sizable dataset is 

required. There is a problem with the availability of 

large quantities of data in many fields. Computers are 

therefore utilized in numerous applications to enhance 

data and provide reliable classifications. This 

application employs a rotation technique between -25 

and +25, as well as a 10% shift in both the horizontal 

and vertical axes, as depicted in Figure 7. Therefore, 

Images of the COVID-19 class scans with fewer 

samples than others have been rotated or shifted (see 

Table 1). The data augmentation has resulted in 1225 

samples being added to the COVID-19 class. 

 
Figure 7. An example of rotation and shift technique for data 

augmentation in one lung image. 
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Classification via CNN+SVM model 

The data is sent into deep CNN after the elimination of 

noise from the lung images during the pre-processing 

stage and the separation of lungs using the suggested 

thresholding method. The CNN model is considered as 

an AlexNet architecture for feature extraction in this 

article, and the picture size has been modified to 

227×227×3. We employ SVM to increase classification 

accuracy. We can attain a classification accuracy of 

99.8% with this method. Figure 8 depicts the block 

diagram of the suggested strategy for classifying CT 

scans into three categories: COVID-19 (people 

suffering from COVID-19), Normal (healthy people), 

and Viral (people caught a cold). To examine the results 

of the categorization, we employed the accuracy, recall, 

and specificity metrics. Accuracy shows how often a 

classification model is correct overall. Recall illustrates 

whether a model can find all objects of the target class, 

and specificity depicts the ability of a test to correctly 

classify an individual as a disease. Equations (1) to (3) 

introduce these measurements: 

 

Where tp is true positive; tn is true negative; fp is false 

positive; and finally fn is false negative. 

As a result, 0.9983, 0.9991, and 0.9983 are the findings 

for Accuracy, Recall, and Specificity, respectively. The 

outcomes clearly show how accurate the suggested 

strategy is. The preprocessing and input of segmented 

lung images to the CNN model is the main distinction 

and superiority of the suggestion technique. Figure 9 

displays the outcomes of the suggested CNN + SVM 

structure's successful classification of the input images. 

As it can easily be seen, in sub-figure A, the lung is 

really damaged and our system has accurately classified 

this image as COVID. For sub-figure B, the lung is a 

little damaged which is not because of COVID, and is 

related to a mild viral e.g. a cold as our method correctly 

distinguished this fact. Finally, in sub-figure C, the lung 

is totally healthy and the image is assigned to the 

Normal class. 
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Conclusion 

Early detection is crucial if we want to stop the 

COVID-19 epidemic from spreading. A difference 

between this study and others is that it begins by 

semantically segmenting the CT images and then 

applies those segments to deep learning algorithms. 

Lung CT images are segmented using semantic 

segmentation. Three-class CT images can be 

distinguished with 99.8% accuracy using the proposed 

AlexNet + SVM network. The success of the 

investigation depends on the segmentation of the 

lungs. Features have been retrieved from raw photos 

in earlier studies.  

 

 

 

 

This study has been proven to perform better than earlier 

ones of its kind. Without using any custom feature 

extraction techniques, the suggested program 

automatically classifies lung pictures for COVID-19 

diagnosis after semantic segmentation. When the 

prediction is made using solely lung images, the feature 

extraction algorithm produces more accurate features. 

This is so because the characteristics are taken from the 

region where the disease is most prevalent. This 

technique was created as a quick, reliable decision 

assistance system that can help highly qualified 

radiologists. As a result, radiologists may handle less 

work, avoid incorrect diagnoses, and spot illnesses 

before they spread. 

Figure 8. The block diagram of the proposed method of classifying CT images into three classes i.e. viral, COVID, and 

normal. Firstly, lung images are entered into the AlexNet architecture for feature extraction, and then by using SVM for more 

accurate classification, being viral, COVID, or normal of each image is determined precisely and automatically. 

Figure 9. An example of lung image classification, A: COVID-19 lung image, B: Viral lung image, and C: Normal 

lung image. 
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